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Stepwise -Multiple Linear Regression (S MLR) Tool
The general idea behind the stepwise MLR regression method is that to build a multiple

linear regression (MLR) model from a set of predictors/independent
variables/descriptors by entering and removing predictors in a stepwise manner until
there is no justifiable reason to enter or remove any more i.e.till no more significant
variable is available.

Theoretical background and the Algorithm

The first thing is to set a significance level, which decides when a predictor will enter
into the stepwise MLR model. It is termed as the Alpha-to-Enter (in case ofalpha tes)
and F value-to-Enter (in caseof F tes) significance level and can be denoted as Jeand
Fe, respectively. Many commercial software packages, set this significance level by
default to Je= 0.15 and Fe=4.0, respectively. Similarly, it is also needed to set a
significance level for deciding when a predictor will be removed from the stepwise
model. It is termed as the Alpha-to-Remove (in case ofalpha tes) and F value-to-
Remove (in case of F tes) significance level and can be denoted asj r and Fg,
respectively. Again, many software packages, set this significance level by default to Jr =
0.15 and Fr=3.9, respectively.

Once the significance levels and the method (either alpha test or F test) is chosen, the
algorithm follows steps below:
Letsay user selectedtestas method for stepwise regression

Formula: For each coefficient,

t value = (Coefficient value/Standard Error of Coefficient).

For calculation of P valug one will need t value and degree of freedom (given
below). We have wused a java library (JSC java library
http://www.jsc.nildram.co.uk/api/ ) for calculating p-values.

where, degree of freedons (n-p-1)

Step 1. First,
1. Fit each of the one-predictor models ? that is, regress y on xi, regressy on xz,...,
and regress y on Xp-1.
2. Of those predictors whose t-test P-value is less than je = 0.15 are selected, and
the predictor having the smallest t-test P-value enters first in the stepwise model.
3. If no predictor has at-test P-value less than J g = 0.15, then stop. This means no
significant variable is found.

Step 2. Then:
1. Suppose x1 had the smallest t-test P-value below je= 0.15 and therefore was
considered the "best" predictor arising from the first step.
2. Now, fit each of the two-predictor models that include x: as a predictor ? that is,
regress y on xzand Xo, regress y on xzand Xs, ..., and regress y on xz and Xp-1.



Of those predictors whose t-test P-value is less than je= 0.15, the second
predictor put in the stepwise model is the predictor that has the smallest t-test P-
value.

If no predictor has a t-test P-value less than je = 0.15, stop. The model with the
one predictor obtained from the first step is your final model. This means no
more significant variable is found.

But, suppose instead that x> was deemed the "best" second predictor and it is
therefore entered into the stepwise model.

Now, since xy was the first predictor in the model, step back and see if
entering X2 into the stepwise model somehow affected the significance of
the x1 predictor. That is, check the t-test P-value for testing 11 = 0. If the t-test P-
value foryi1= 0 has become not significant » that is, the P-value is greater
than r=0.152 remove x; from the stepwise model.

Step 3. Then:

1.
2.

Suppose both x; and x2 made it into the two-predictor stepwise model.

Now, fit each of the three-predictor models that include x: and x2 as predictors ?
that is, regressyonxi, X, andxs,  regressyonxiXe, andxs., and
regress y on X, Xz, and Xp-1.

Of those predictors whose t-test P-value is less than | g = 0.15, the third predictor
put in the stepwise model is the predictor that has the smallest t-test P-value.

If no predictor has a t-test P-value less than | e = 0.15, stop. The model containing
the two predictors obtained from the second step is your final model.

But, suppose instead that xs was deemed the "best" third predictor and it is
therefore entered into the stepwise model.

Now, since x; and x2 were the first predictors in the model, step back and see if
entering xz into the stepwise model somehow affected the significance of
the xy and x2 predictors. That is, check the t-test P-values for testingr1=0and 2=
0. If the t-test P-value for either 1 1 = 0 or 1 2 = 0 has become not significant 2 that
is, the P-value is greater than jr= 0.15 2 remove the predictor from the
stepwise model.

Stopping the procedure. Continue the steps as described above until adding an
additional predictor does not yield a t-test P-value below 4 e = 0.15.

Stepwise MLR using F value (partial F-test):

The algorithm/concept for this methodology is little similar to the previous one

(i.e.using alpha values). In this, the regression equation is determined and variables are
checked one at a time using the partial f values (checked with F-to-Enter) as a measure
of importance in predicting the dependent variable Y. At each stage the variable with the
highest significant partial f value (with f-value >F-to-Enter) is added to the model. Once
this has been done the partial F values are computed for all the variables selected in the
model, to check if any of the variables previously added can now be deleted, (i.e.if any of



the f values is now less than F-to-Remove). This procedure is continued until no further
variables can be added to or deleted from the model.

For instance,
, A @sBubne, we have p number of variables (Xi) and a response (Y).

Here, for calculation f value, two degree of freedom (Df) is required:
Df (numeraton: 1 (in partial f-test, itisp AT A Tiff@estD1 8 AO
Df (denominator): N-P-1

Step 1:
Find f value for each variable using formula as follows:
__ D/ Dyt
" PRESS/ DF puomnan

where,
o _
SD: a. (Ycalculated - Y)2
]
PRESS= g (Yobserved - Ycalculated)2

Here, Df (numerator): 1 and Df (denominator): N-1-1=n-2.

Find the largest F value (F-valuemax) and check with F-to-Enter, if F-valuemax < F-to-Enter
then the regression is meaningless further. And if F-valuemax > F-to-Enter, then select
the corresponding variable (let say X1).

Step 2
Find the partial f-value between Y and remaining variables (keeping selected X1 in all the
models):

F =D~ D, / Df
| PRE$X1/ DFdenominator

D,,,= SD due to regressing Y on (it+X1) variables

D, , - D, ,= Additional SD due to including it variable.

Here, Df (numerator): 1 and Df (denominator): N-2-1=n-3.

numer ator

Find the F-valuemax and if F-valuemax < F-to-Enter, stop process and adopt equation with
only X1 variable.

If F-valuemax > F-to-Enter, then include the corresponding variable (let say X%). After
including X2 variable, find the f values for each variable, as follows:

S:)X1>(2 - S:)XZ / Dfnumerator

PRESS,,,, / DF

denominator

X1




S:)><1x2' S:)XllDf
PRESS,,,, / DF,

denominator

Here, again Df (numerator): 1 and Df (denominator): n'2'1:n‘3.

- numerator

X2

Step 3: Repeat Step 2
So that, this time the partial f-value between Y and remaining variables (keeping
selected X1 and Xz in all the models):
- — Diyixz - Diaxz ! Df
| PRE$X1X2 / DFdenominator
Here, Df (numerator): 1 and Df (denominator): N-3-1=n-4.
If F-valuemax > F-to-Enter, then include the corresponding variable (let say Xs).
After including X3 variable, the f values for each variable, will be:

numerator

— SD><1X2X3 B SD)(ZX?,/ Dfnumerator
PRESS, .3/ DF,

X1
denamin ator

— S:)><1x2x3' S:)x1x3/Df
PRESS, .3/ DF,

denominator

numer ator

X2

- SDx1x2x3 B SDx1x2 / Df
PRESS,y,xs ! DF,

Here, agaln Df (numerator): l and Df (denominator): n-2-l=n-3.

numerator

l:X3
enamin ator

I'TA O 118

Be aware of the following:
Here are some things to keep in mind concerning the stepwise regression procedure:

1 The final model is not guaranteed to be optimal in any specified sense.

T The procedure yields a single final model, although there are often several
equally good models.

1 Stepwise regression does not take into account a researcher's knowledge about
the predictors. It may be necessary to force the procedure to include important
predictors.

T One should not over-interpret the order in which predictors are entered into the
model.

1 One should not jump to the conclusion that all the important predictor variables
for predictingy have been identified, or that all the unimportant predictor
variables have been eliminated. It is, of course, possible that we may have
committed a Type | or Type Il error.



T Many t-tests for testing [ « = O are conducted in a stepwise regression procedure.
The probability is therefore high that we included some unimportant predictors

or excluded some important predictors.

It's for all of these reasons that one should be careful not to overuse or overstate the

results of any stepwise regression procedure.

S-MLR Tool

This tool (snapshot ) provides both the methods (mentioned abovg for performing

stepwise MLR.

Snapshot 1: S-MLR tool

Select Training set file : |

Select Output file - |

Data Pre-treatment

No. of random model generation :

Variance cut-off : 0.001 Inter correlation cut-off : |1
["] using Alpha values Using F-values
Alpha-to-Enter F value-to-Enter :  |4.0
Alpha-to-Remove : Fvalue-to-Exit : |3.9
[] Process Validation

S-MLR Program Folder

The program folder will consist of three folders "Data”, "Lib" and "Output”. For
convenience, user may keep input file in "Data" folder and may save output files in
"Outputofolder, since by default, clicking on the browse button will open these folders.
"Lib" folder consists of library files required for running the program. Hence do not

move or delete or rename these files.

Qibo £ 1 AAO Al Oi Al 1T OEOO

I /A DdscripfofbardbaxEBsd I A AO

snapshot 1A) with basic information about descriptors calculated using cerius2, dragon

and PaDEL software. This information is used to display brief description about each



descriptors selected after running S-MLR program in the output file. The database file
can be updated by the user, either by inserting information about a descriptor in any of
the current sheets or add another sheet for descriptors calculated using different
software, if required. Since the program identifies the descriptor from its Descriptor
Symbol/Name (first coumndh E O8O0 Ei BT OOAT O OEAO EO-
pasted without any extra space and it is also case sensitive. Further take care that no cell
AgEO Al AT ES

OET O1 A AA

) £ A lnform&ibn/Ebt @vaifalidd 8 1

TiAn e u s Ses e B g5 FE I
Bt romstouree B L U o-=- S-A- E&iyx##} MergeaiCenter~  $ - % 0+ @ e ke o e [

_Sg k= Fant =i Asgnment =i Number &= Shes Cets J Edtng
Al _Hm“‘aw

8 ] c

1 L Description Class

2 Atype C 1 Atom Type in the calculation of AlogP38{Ghose et al. 1958} - Cin :CH3R, O4 Atom Type

3] Atype C 2 Atom Type in the calculation of AlogPS8{Ghose et al. 1958) - Cnﬂmz(llrepresemsawmlmtedm@arbm) Atom Type

s Atype C 3 Atom Type in the calculation of AlogP38{Ghose et al. 1953} - Cin :CHR3 (R rep any group linked wgh carb Atom Type

5 Atyp= C 4 Atom Type in the calculation of AlogPS38{Ghose et 2l 1958} - Cin :CR4 [R represents any group linked through carbon) Atom Type

6 Atype C 5 Atom Type in the calculation of AlogP38{Ghose et al. 1958) - Cim :CH3X (X represents any hetercatom (O, N, S, P, Se, and haloget Atom Type

7  C 6 Atom Type in the ion of Alog® et 2l 1958} - Cim :CH2RX (R represents any group linked through carbon; X repres Atom Type

8 Atype C 7 Atom Type in the calculation of AlogP38{Ghose et al. 1958) - Cin :CHIX2 (X represents any heteroatom (O, N, S, P, Se, and haloge Atom Type

s Atyp= C 8 Atom Type in the calculation of AlogPS8{Ghose et al. 1958} - Cin :CHR2X (R represents any group linked through carbor; X repres Atom Type

0 Atype C 9 Atom Type in the calculation of AlogP38{Ghose et al. 1958) - C im :CHRX2 (R represents any group linked through carborg X repres Atom Type

11 Atype C 10 Atom Type in the calculation of Alog? etal 1958} - Cin :CH3 (X represents any heteroatom (O, N, S, P, Se, and haloger Atom Type

12 Atype C 11 Atom Type in the calculation of AlogP38{Ghose et al. 1958) - Cin :CR3X (R rep any growp linked ugh carbon; X regp: Atom Type

i3 Atype C 12 Atom Type in the calculation of AlogP38{Ghose et al. 1958} - Cin :CR2X2 (R represents any group Binked through carborg X repres: Atom Type

s Atype C 13 Atom Type in the calculation of AlogP38{Ghose et al. 1958) - C in :CRX3 R represents any group linked through carbon; X represe Atom Type

15 Atype C 14 Atom Type in the calculation of AlogP etal 1958} - Cim :OX4 (X represents any heteroatom (O, N, S, P, Se, and halogens Atom Type

16 Atype C 15 Atom Type in the calculation of AlogPS8{Ghose et al. 1953) - Cim :=CH2 Atom Type

17 Atype C 16 Atom Type in the calculation of AlogP38{Ghose et 2l 1958} - Cin :=CHR (R represents any group linked through carbon) Atom Type

18  C 17 Atom Type in the calculation of AlogP38{Ghose et al. 1958) - Cin :=CR2 (R represents any group linked through carbon) Atom Type

19 Atype C 18 Atom Type in the calculation of AlogPss{l et al 1958} - Cim :=CHX (X represents any hetercatom (O, N, S, P, Se, and haloge: Atom Type

20 Atype C 19 Atom Type in the calculation of AlogP38{Ghose et al. 1958) - Cin :=(RX [Rrep anvy growp linked ugh carbon; X reps Atom Type

21 Atype C 20 Atom Type in the calculation of AlogPS8{Ghose et 2l 1958] - Cim :=0Q (X represents any heteroatom (O, N, S, P, Se, and haloger Atom Type

2 Atype C 21 Atom Type in the calculation of AlogP38{Ghose et al. 1958) - Cim :2CH (£ triplebond) Atom Type

F=)) Atype C 22 Atom Type in the calculation of AlogP38{Ghose et al. 1998} - C in :&(R, R=C=R {£1ri| Rrep ¥ group linked theoug Atom Type

2% Atype C 23 Atom Type in the calculation of AlogP38{Ghose et al. 1958) - Cin :80X (# trip d; X rept any {0, N, S, P, Se, Atom Type

25 Atype C 24 Atom Type in the calculation of AlogPS8{Ghose et 2l 1958} - Cin :R--CH- R |- - reps a 3c bondsasin or deb Atom Type

€« 4r N
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Input file format i.e. training set file

Three different file types are allowed i.e.xlsx , xIsand csvas input file. The input file (see
snapshot 2 should consist of compound number (first column), descriptor values and
the endpoint values (last column) for each object/compound. The format in which this

information should be placed in the file is as follows:

OEI O

EO

/



Snapshot 2

ﬁ' f ST e S————
_] Home | Insert  Pagelayout  Formulas  Data  Review  View @ - o x
j |Calibri g W ‘ {3 conditional Formatting ~ ‘E"lnselt' 5' ﬁ
. | [GHFormatasTable - 3% Delete ~
||| poste B 7 U~ I’ L ][“'ai *-'] (5 Cell Styles ~ &) Format ~ Q' ::r,t':raf ;:'l‘:aai
| ’Cllpb_oald Font i Alignment il Number Fl Styles Cells Editing
G13 v (s Jfe| 207 B B v
P S W B T WUUT-SOS  WSTT ROSSTF R T W T BT
| 1 |CompNo ConformeS sCH3 'S ssCH2 S aaCH S _tsC EpsilonR EpsilonSS Epsilond DeltaEpsil DeltaEpsil DeltaEpsil DeltaPsiA pKinM
i 1 40.70688 1.923309 0 16.57936 0 20.6 20.767 0.483 0.123 0.088 -0.035 0.048 7.959
| 3 | 2 45.41654 4.096617 0 16.77531 0 21.9 22.067 0.48 0.111 0.079 -0.033 0.046 8.398
i 3 33.60893 2.099255 0 14.18422 0 20.6 20.767 0.483 0.123 0.088 -0.035 0.048 8.022
= 4 40.31421 4.037715 0 14.75709 0 21.9 22.067 0.48 0.111 0.079 -0.033 0.046 8
[ 6 | 5/ 45.06056 6.217911 0 14.94805 0 23.2 23.367 0.477 0.101 0.071 -0.031 0.043 7.194
E=zall 6 38.09245 1.669728 0 13.67322 0 21.6 22.233 0.505 0.151 0.096 -0.055 0.093 8.155
i 7 45.20474 3.595792 0 14.24609 0 229 23.533 0.501 0.137 0.085 -0.052 0.088 8.31 2
| 8 49.8465 5.764911 0 14.43705 0 24.2 24.833 0.497 0.125 0.076 -0.049 0.085 8.721 1
Jﬂ 9 30.89211 0 0 12.82156 0 20.3 20.933 0.511 0.169 0.109 -0.059 0.097 7.337
£ 10 37.71463 1.898286 0 13.39443 0 21.6 22.233 0.505 0.151 0.096 -0.055 0.093 8.367 .
112 11 42.60104 4.046571 0 13.58539 0 22.9 23.533 0.501 0.137 0.085 -0.052 0.088 8.357
E 12 33.59858 0 0 13.17512 2.137951I 20.7! 20.967 0.511 0.161 0.11 -0.051 0.072 7.194
ﬂ 13 40.14599 1.898923 0 13.74799 2.15382 22 22.267 0.506 0.144 0.096 -0.048 0.068 8.066
| 15 | 14 44.38719 4.047845 0 13.93895 2.161424 23.3 23.567 0.501 0.13 0.085 -0.045 0.065 7.959
116 15 32.13516 0 0 13.92872 0 20 19.933 0.498 0.151 0.107 -0.044 0 8.143 I
| 17 | 16 38.81544 1.920855 0 14.50159 0 21.3 21.233 0.494 0.134 0.094 -0.041 0 8.77 N
(18 17 -163.002 4.075602 5.999068 14.51919 0 41.6 42.757 0.521 0.132 0.062 -0.069 0.049 8
| 19 | 18 -49.5039 6.394149 6.05981 15.13186 0 37.3 37.657 0.502 0.108 0.055 -0.053 0.021 7.523
2_0 19 -66.6707 2.253161 5.888988 12.84038 0 33.8 35.171 0.525 0.139 0.071 -0.068 0.048 6.21
| 21 | 20 -160.838 2.222556 3.994685 14.73231 0 30.8 31.057 0.509 0.131 0.074 -0.056 0.007 7.046
| 22 | 21 -140.116 2.189368 3.843861 10.93215 0 31.2 32.571 0.534 0.158 0.083 -0.075 0.051 6.947
23 22 -133.357 3.897673 3.944381 12.40959 0 33.1 33.824 0.52 0.139 0.072 -0.067 0.037 7.215
| -102 969 R 4 2901 0 2 9 4 0159 0091 -0 068 0022 q
4¢4>leheet1 Sheets /Sheets . ¢d |
|| Ready | Numtock 3 | ~

First Row: Header i.e.name for each column, for instances, descriptor names, endpoint
name. It can be numerical, alphabet or alphanumerical in nature.

First column: Serial number/Compound number (only numerical value¥

Subsequent columns:Property/Independent variables/Descriptor values; each column
will consist of each descriptor values for all the nanoparticles. These values should be
numerical values and not alphabets or alphanumerical values.

Last column: Endpoint values/Dependent variables (only numericalvalueg

How to run the program

It is simple! Just click/double click on the jar file (S-MLR.jar) present in the S-MLR

folder. A window will open as shown in Snapshot 1with few queries, which a user has to

AE1T 1T AA £ GdbmAd EAEEDICT 107 0001 OEA DPOI COAI 8
Gselect Training set Filed d, #1 EAE 11 OAOI x@hiag st @O 1T Ol
AAEAOI Oh EO x Bdtol &l8 AA OO ERMOR @éydad Aolder. So for
convenience, user can keep the input fileinthe O $ AdA &£ 1| AAOS8



CBelect Output Directoryd d, #1 EAE 11 OAOI xOAd AOOOI 1T O OA
AEOAAOT Ou AT A AAEET A 10000 Z£EI A TAI As "U AA
in S-MLR program folder. So for convenience, user can save the output files in the

0/ 6O0POO6 &1 AAOS

Optionally , user can perform data pretreatment of dataset to remove constant and
inter-correlated descriptors prior to S-MLR execution. If user selects the checkbox
labeled, A (Dat@ Pre-treatment dthen the following information has to be provided:

*Enter Variance cut-off: Enter the variance cut-off value based on which the constant

variables will be removed. By default, the cut-off value is set to 0.0001

*Enter correlation coefficient cut-off: Enter the inter-correlation coefficient cut-off
value based on which the inter-correlated variables will be removed. By default, the cut-

off value is set to 0.99

Optionally, user can also perform process validation by selecting the checkbox labeled
x E OFroceSs \alidationd AT A OEAT [ AT GET 1 OEA 1 OIilAAO 1

generated (the default value is 10).

Select any one of the two methods i.e. using alpha value and using f value, for

performing S-MLR, by selecting the appropriate checkbox.

*If user selects AE AAEAT @ Uding Alghh vallilessOh OEAT EAO O DOIT OF
information:

Alpha-to-Enter (default value: 0.1%

Alpha-to-Remove (default value: 0.1%

c) £ OOAO OAI AAOQWsInGEAahEsdh @ OEARAIEAD @1 DOT OF
information:

F-to-Enter (default value: 4.0

F-to-Remove (default value: 3.9

Output

The output consists of three files (1 xlIsx/xlIs/csv file and 2 text files) as described below:



Snapshot 3

A

CompNo Atype_Un BOG[N-N] RBF Density pKinM

0 1 105 111993 7.959
1.097225  8.398

| 1121683 8.022
1.09802 8

| 1078128 7.194]
1150518 8.155

| 1123893 831
1104015 8.721

| 1179108 7.337
114842 8.367

| 1123915 8.357

1172542 7194

| 1144546 8.066
1120742 7.959

| 1416094 8143
1372174 8.77
1515104 8

| 1520004

| 1622603

| 1679379

| 1708278
1.643404

1
2
3
4
5
6
7
8
9

VNN AW N

= o

B 886

-~
S S
W W W W WO 000000000000 0o

L = B R R R R e e L R e e e e e e e

Snapshot 4

STEPWISE-MLR using f Values

£l

2

3 f-Value to Enter : 4.0
4 f-Value to Remove : 3.9
5

8

7

8

Step :1
G kkkkEaR
10
11 Constant :8.06946
12

13 Atype_Unknown : -0.34548
14 t-value : -7.39181

15 P-value : 0

16 F-value : 54.63889

12 SEE :0.41851

13 R~2 :0.63801

20 R~2(Adj) :0.62634
21 Q~2L00 :0.5916

22

230 .

24 .Inbetween steps are deleted in the snapshot
25 .

26 Step :5

27 hkkkkkkx

No More Significant Variables!!
Stepwise-MLR calculation over!'!

length: 483 lines:31 Ln:30 Col:32 Sel:0

OutputfileName .xlIsx file (snapshot 3): The generated excel sheet (.xIsxxlIs/csv) will

consist of the serial no. / Compound no. from input file (first column), final descriptor



selected after stepwise MLR (subsequent columnsThe last columnwill be the endpoint
column.

filename_SMLR.txt (snapshot 4): This text file will consist of information about each
step in S-MLR i.e.the name of descriptor selected, its t value, p value, f value (if f-test)
and the MLR model information like intercept, descriptors coefficient values, associated
validation parameters. For details, see snapshot.4

Snapshot 5

File Edit Search View Encoding Language Settings Macro Run Plugins Window ? X

:; cHBE LA 4Ok e nhl txBE|=1BEDl
[E rano_4 kmedoidsLogFle . [ example_LogFietxt | B

No descriptors found with variance less than :0.001 -

Following Inter-Correlated Descriptors removed (where, Inter-correlation coef
Jurs-RASA

Atype_H 50

Atype N_79

AlphaR

9 Atype H 51

10 Atype H 53

11 Atype N 72

12 BO8[N-5]

13 nR=Ct
14 nR=Cs
15 C-040
18 0-059
17 BO7[C-S]
12 nIB

13 nF

20 B10[N-F]
21 nBR

22 F10[C-X]
23 B08[C-0]
24 B10[F-X]

0 -1 oy U W= W N

m

27 Inter-correlated Descriptors information :

. Jurs-RP5A : Jurs-RASA :
. Hbond donor : Atype H 50 :
. Chiral centers : Atype N 79 :
. SC-0 : AlphaR :
. Atype C 2 : Atype H 51 : Atype H 53 : Atype N 72 : BOZ[N-5] :
34 . Atvne C 25 : nR=Ct =
I < | n | »

w
=
ET SR N

f.:}length:901 linetLn:1 Col:1 Sel:0

flename_Log file .txt (snapshot5): ) £ OOAO EAO OAI AAOAA -AEAAEA
OOAAOI AT 66 OI -thedtOeAtiphor to AidniDAste@®BAMLR, then this log
file (.txt) will be generated. This file consists of list of all descriptor names removed
based on user specified variance and correlation coefficient cut-off. It also enlists all
inter-correlated descriptors information; the one having highest correlation with

activity among them is kept and all others are removed.



Snapshot 6

=5 ; o —— T ——— b
| x =B RS train_XRandomResult.csv - Microsoft Excel E‘M
l Homel Insert  Pagelayout Formulas Data : ‘ )
,tﬁ, 1
\ j &
-— 53

Pafte : d €

Clipboard ™ F ditin
D16 v(» EI ~

A ™
Model _ |
Original . 0.6003
Random1 0.304
Random2 = 0.4031 ‘ , | _ _
Random3 = 0.2468  0.0609 -0.2988 ‘ _ _

slelsefslo]=]a]R]E]s]e[=[S[olw[a ][]~

Random4 = 0.2578  0.0665  -0.318
Random5 = 0.3331  0.111 -0.1824
Random6 = 0.439%5 0.1932  -0.088
Random7 = 0.2664  0.071 -0.2283
Random8 = 0.271 0.0735 -0.2163
Random9 = 0.1737  0.0302 -0.3942
Random10 = 0.723 05227  0.3525

Random Models Parameters

Averager: 0.341844: | .I

Averager*2: 0.138369
Average Q"2 -0.1765

cRpr2: | 0.296265 _
4 4 » M| train_XRandomResult %] £
-\R“ww’ ‘Num Lock —I "

filename XRandomResults.xlsx (snapshot 6): The process validation results will
consist of r, r*2, g”2 values for the original and all the generated random models;

average r, r*2 and g”2 of random models; and cRp”2 value.

References

https://onlinecourses.science.psu.edu/stat501/node/88

Java External Library Used

Apache POI 7 the Java API for Microsoft Documents
1 Available at http://poi.apache.org/
XMLBeans
1 Awvailable at http://xmlbeans.apache.org/
Java Statistical Classes (JSC)
1 Auvailable at http://www.jsc.nildram.co.uk/
Apache Commons Mathematics Library
1 Available at http://commons.apache.org/proper/commons-math/
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http://xmlbeans.apache.org/
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Disclaimer
For academic purpose only.
The program AD-MDI has been developed in Java language and is platform independent. The

software is validated on known data sets. Please report for discrepancy of result for any other
dataset. Contact us at any of the following addresses:

Dr. Tomasz Puzyn, Dr. Kunal Roy,

NanaBRIDGES Project Coordinator, Drug Theoretics and Cheminformatics Lab.,
Faculty of Chemistry, Dept. of Pharmaceutical Technology,
University of Gdansk, Jadavpur University,

Gdansk, Kolkata, West Bengal,

Poland 80-952 INDIA-700032

Email Id: puzi@qgsar.eu.org Email 1d: kunalroy_in@yahoo.com

Software Developer details:

Pravin Ambure,

Research Scholar,

Drug Theoretics and Cheminformatics Lab.,

Dept. of Pharmaceutical Technology,

Jadavpur University,

Kolkata, West Bengal,

INDIA-700032

E-mail Id: ambure.pharmait@gmail.com (*for any queries regarding the tool)
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