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Stepwise -Multiple Linear Regression (S -MLR)  Tool  
The general idea behind the stepwise MLR regression method is that to build a multiple 

linear regression (MLR) model from a set of predictors/independent 

variables/descriptors by entering and removing predictors in a stepwise manner until 

there is no justifiable reason to enter or remove any more i.e. till no more significant 

variable is available. 

 

Theoretical background and the Algorithm 

The first thing is to set a significance level, which decides when a predictor will enter 

into the stepwise MLR model. It is termed as the Alpha-to-Enter (in case of alpha test) 

and F value-to-Enter (in case of F test) significance level and can be denoted as ɻE and 

FE, respectively. Many commercial software packages, set this significance level by 

default to ɻE = 0.15 and FE=4.0, respectively.  Similarly, it is also needed to set a 

significance level for deciding when a predictor will be removed from the stepwise 

model. It is termed as the Alpha-to-Remove (in case of alpha test) and F value-to-

Remove (in case of F test) significance level and can be denoted as ɻR and FR, 

respectively. Again, many software packages, set this significance level by default to ɻR = 

0.15 and FR=3.9, respectively. 

 

Once the significance levels and the method (either alpha test or F test) is chosen, the 

algorithm follows steps below:  

Let say user selected t-test as method for stepwise regression: 

Formula: For each coefficient, 

 t value = (Coefficient value/Standard Error of Coefficient). 

 

For calculation of P value, one will need t value  and degree of freedom (given 

below) . We have used a java library (JSC java library, 

http://www.jsc.nildram.co.uk/api/ ) for calculating p-values. 

where, degree of freedom = (n-p-1) 

 

Step 1.  First, 

1. Fit each of the one-predictor models ɂ that is, regress y on x1, regress y on x2,..., 

and regress y on xp-1. 

2. Of those predictors whose t-test P-value is less than ɻE = 0.15 are selected, and 

the predictor having the smallest t-test P-value enters first in the stepwise model. 

3. If no predictor has a t-test P-value less than ɻE = 0.15, then stop. This means no 

significant variable is found. 

 

Step 2. Then: 

1. Suppose x1 had the smallest t-test P-value below ɻE = 0.15 and therefore was 

considered the "best" predictor arising from the first step. 

2. Now, fit each of the two-predictor models that include x1 as a predictor ɂ that is, 

regress y on x1and x2, regress y on x1and x3, ..., and regress y on x1 and xp-1. 



3. Of those predictors whose t-test P-value is less than ɻE = 0.15, the second 

predictor put in the stepwise model is the predictor that has the smallest t-test P-

value. 

4. If no predictor has a t-test P-value less than ɻE = 0.15, stop. The model with the 

one predictor obtained from the first step is your final model. This means no 

more significant variable is found. 

5. But, suppose instead that x2 was deemed the "best" second predictor and it is 

therefore entered into the stepwise model. 

6. Now, since x1 was the first predictor in the model, step back and see if 

entering x2 into the stepwise model somehow affected the significance of 

the x1 predictor. That is, check the t-test P-value for testing ɼ1 = 0. If the t-test P-

value for ɼ1 = 0 has become not significant ɂ that is, the P-value is greater 

than ɻR = 0.15 ɂ remove x1 from the stepwise model. 

 

Step 3. Then: 

1. Suppose both x1 and x2 made it into the two-predictor stepwise model. 

2. Now, fit each of the three-predictor models that include x1 and x2 as predictors ɂ 

that is, regress y on x1, x2, and x3, regress y on x1, x2, and x4..., and 

regress y on x1, x2, and xp-1. 

3. Of those predictors whose t-test P-value is less than ɻE = 0.15, the third predictor 

put in the stepwise model is the predictor that has the smallest t-test P-value. 

4. If no predictor has a t-test P-value less than ɻE = 0.15, stop. The model containing 

the two predictors obtained from the second step is your final model. 

5. But, suppose instead that x3 was deemed the "best" third predictor and it is 

therefore entered into the stepwise model. 

6. Now, since x1 and x2 were the first predictors in the model, step back and see if 

entering x3 into the stepwise model somehow affected the significance of 

the x1 and x2 predictors. That is, check the t-test P-values for testingɼ1 = 0 and ɼ2 = 

0. If the t-test P-value for either ɼ1 = 0 or ɼ2 = 0 has become not significant ɂ that 

is, the P-value is greater than ɻR = 0.15 ɂ remove the predictor from the 

stepwise model. 

 

Stopping the procedure. Continue the steps as described above until adding an 

additional predictor does not yield a t-test P-value below ɻE = 0.15. 

 

Stepwise MLR using F value (partial F-test): 

The algorithm/concept for this methodology is little similar to the previous one 

(i.e. using alpha values). In this, the regression equation is determined and variables are 

checked one at a time using the partial f values (checked with F-to-Enter) as a measure 

of importance in predicting the dependent variable Y. At each stage the variable with the 

highest significant partial f value (with f-value >F-to-Enter) is added to the model. Once 

this has been done the partial F values are computed for all the variables selected in the 

model, to check if any of the variables previously added can now be deleted, (i.e. if any of 



the f values is now less than F-to-Remove). This procedure is continued until no further 

variables can be added to or deleted from the model.  

 

For instance, 

,ÅÔȭÓ assume, we have p number of variables (Xi) and a response (Y). 

 

Here, for calculation f value, two degree of freedom (Df) is required: 

Df (numerator): 1 (in partial f-test, it is ρ ÁÎÄ ÎÏÔ ȬÎȭ ÁÓ in f-test) 

Df (denominator): n-p-1 

 

Step 1: 

Find f value for each variable using formula as follows: 

Fi =
SDi / Dfnumerator

PRESSi / DFdenominator

 

                                             where, 

SD= (Ycalculatedå - Y)2  

PRESS= (Yobservedå - Ycalculated)2  

 

Here, Df (numerator): 1 and Df (denominator): n-1-1=n-2. 

 

Find the largest F value (F-valuemax) and check with F-to-Enter, if F-valuemax < F-to-Enter 

then the regression is meaningless further. And if F-valuemax  > F-to-Enter, then select 

the corresponding variable (let say X1). 

 

Step 2: 

Find the partial f-value between Y and remaining variables (keeping selected X1 in all the 

models): 

 

Fi =
SDiX1 - SDX1 / Dfnumerator

PRESSiX1 / DFdenominator

 

SDiX1
= SD due to regressing Y on (ith+X1) variables 

SDiX1 - SDX1
= Additional SD due to including ith variable. 

Here, Df (numerator): 1 and Df (denominator): n-2-1=n-3. 

 

Find the F-valuemax and if F-valuemax < F-to-Enter, stop process and adopt equation with 

only X1 variable. 

If F-valuemax > F-to-Enter, then include the corresponding variable (let say X2). After 

including X2 variable, find the f values for each variable, as follows: 

FX1 =
SDX1X2 - SDX2 / Dfnumerator

PRESSX1X2 / DFdenominator

 

 



FX2 =
SDX1X2 - SDX1 / Dfnumerator

PRESSX1X2 / DFdenominator

 

Here, again Df (numerator): 1 and Df (denominator): n-2-1=n-3. 

 

Step 3: Repeat Step 2  

So that, this time the partial f-value between Y and remaining variables (keeping 

selected X1 and X2 in all the models): 

Fi =
SDiX1X2 - SDX1X2 / Dfnumerator

PRESSiX1X2 / DFdenominator

 

Here, Df (numerator): 1 and Df (denominator): n-3-1=n-4. 

If F-valuemax > F-to-Enter, then include the corresponding variable (let say X3). 

After including X3 variable, the f values for each variable, will be: 
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FX2 =
SDX1X2X3 - SDX1X3 / Dfnumerator

PRESSX1X2X3 / DFdenominator
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Here, again Df (numerator): 1 and Df (denominator): n-2-1=n-3. 

 

!ÎÄ ÓÏ ÏÎȣ 

 

Be aware of the following: 

Here are some things to keep in mind concerning the stepwise regression procedure: 

¶ The final model is not guaranteed to be optimal in any specified sense. 

¶ The procedure yields a single final model, although there are often several 

equally good models. 

¶ Stepwise regression does not take into account a researcher's knowledge about 

the predictors. It may be necessary to force the procedure to include important 

predictors. 

¶ One should not over-interpret the order in which predictors are entered into the 

model. 

¶ One should not jump to the conclusion that all the important predictor variables 

for predicting y have been identified, or that all the unimportant predictor 

variables have been eliminated. It is, of course, possible that we may have 

committed a Type I or Type II error. 



¶ Many t-tests for testing ɼk = 0 are conducted in a stepwise regression procedure. 

The probability is therefore high that we included some unimportant predictors 

or excluded some important predictors. 

It's for all of these reasons that one should be careful not to overuse or overstate the 

results of any stepwise regression procedure. 

 

S-MLR Tool 

This tool (snapshot 1) provides both the methods (mentioned above) for performing 

stepwise MLR. 

 

Snapshot 1: S-MLR tool 

 

 
 

S-MLR Program Folder 

The program folder will consist of three folders "Data", "Lib" and "Output". For 

convenience, user may keep input file in "Data" folder and may save output files in 

"Outputȱ folder, since by default, clicking on the browse button will open these folders. 

"Lib" folder consists of library files required for running the program. Hence do not 

move or delete or rename these files. 

 

ȰLibȱ ÆÏÌÄÅÒ ÁÌÓÏ ÃÏÎÓÉÓÔ ÏÆ Á ÄÅÓÃÒÉÐÔÏÒ ÄÁÔÁÂÁÓÅ ÆÉÌÅ ɉȰDescriptorDatabase.xlsxȱȠ 

snapshot 1A) with basic information about descriptors calculated using cerius2, dragon 

and PaDEL software. This information is used to display brief description about each 



descriptors selected after running S-MLR program in the output file. The database file 

can be updated by the user, either by inserting information about a descriptor in any of 

the current sheets or add another sheet for descriptors calculated using different 

software, if required. Since the program identifies the descriptor from its Descriptor 

Symbol/Name (first columnɊȟ ÉÔȭÓ ÉÍÐÏÒÔÁÎÔ ÔÈÁÔ ÉÔ ÓÈÏÕÌÄ ÂÅ ÁÃÃÕÒÁÔÅÌÙ ÔÙÐÅÄ ÏÒ ÃÏÐÙ-

pasted without any extra space and it is also case sensitive. Further take care that no cell 

ÓÈÏÕÌÄ ÂÅ ÌÅÆÔ ÂÌÁÎËȢ )Æ ÁÎÙ ÉÎÆÏÒÍÁÔÉÏÎ ÉÓ ÎÏÔ ÁÖÁÉÌÁÂÌÅȟ ÔÙÐÅ ȰInformation Not AvailableȱȢ 

 

Snapshot 1A 

 

 

Input file format i.e. training set file 

Three different file types are allowed i.e. xlsx , xls and csv as input file. The input file (see 

snapshot 2) should consist of compound number (first column), descriptor values and 

the endpoint values (last column) for each object/compound. The format in which this 

information should be placed in the file is as follows: 

 

 

 

 



Snapshot 2 

 
 

First Row: Header i.e. name for each column, for instances, descriptor names, endpoint 

name. It can be numerical, alphabet or alphanumerical in nature. 

First column: Serial number/Compound number (only numerical values) 

Subsequent columns: Property/Independent variables/Descriptor values; each column 

will consist of each descriptor values for all the nanoparticles. These values should be 

numerical values and not alphabets or alphanumerical values. 

Last column: Endpoint values/Dependent variables (only numerical values) 

 

How to run the program 

It is simple! Just click/double click on the jar file (S-MLR.jar) present in the S-MLR 

folder. A window will open as shown in Snapshot 1, with few queries, which a user has to 

ÆÉÌÌ ÂÅÆÏÒÅ ÃÌÉÃËÉÎÇ ÏÎ ȬSubmitȭ ÂÕÔÔÏÎ ÔÏ ÒÕÎ ÔÈÅ ÐÒÏÇÒÁÍȢ  

 

ȰSelect Training set Fileȱȡ  #ÌÉÃË ÏÎ ȬÂÒÏ×ÓÅȭ ÂÕÔÔÏÎ ÔÏ ÓÅÌÅÃÔ ÔÈÅ training set file. By 

ÄÅÆÁÕÌÔȟ ÉÔ ×ÉÌÌ ÏÐÅÎ ÔÈÅ Ȱ$ÁÔÁsetȱ ÆÏÌÄÅÒ ÐÒÅÓÅÎÔ ÉÎ S-MLR program folder. So for 

convenience, user can keep the input file in the Ȱ$ÁÔÁsetȱ ÆÏÌÄÅÒȢ 



ȰSelect Output Directoryȱȡ #ÌÉÃË ÏÎ ȬÂÒÏ×ÓÅȭ ÂÕÔÔÏÎ ÔÏ ÓÅÌÅÃÔ ÔÈÅ ÄÅÓÔÉÎÁÔÉÏÎȾÏÕÔÐÕÔ ÆÉÌÅ 

ÄÉÒÅÃÔÏÒÙ ÁÎÄ ÄÅÆÉÎÅ ÏÕÔÐÕÔ ÆÉÌÅ ÎÁÍÅȢ "Ù ÄÅÆÁÕÌÔȟ ÉÔ ×ÉÌÌ ÏÐÅÎ ÔÈÅ Ȱ/ÕÔÐÕÔȱ ÆÏÌÄÅÒ ÐÒÅÓÅÎÔ 

in S-MLR program folder. So for convenience, user can save the output files in the 

Ȱ/ÕÔÐÕÔȱ ÆÏÌÄÅÒȢ 

 

Optionally , user can perform data pretreatment  of dataset to remove constant and 

inter-correlated descriptors prior to S-MLR execution. If user selects the checkbox 

labeled, ÁÓ ȰData Pre-treatment ȱ then the following information has to be provided: 

*Enter Variance cut-off: Enter the variance cut-off value based on which the constant 

variables will be removed. By default, the cut-off value is set to 0.0001. 

 

*Enter correlation coefficient cut-off: Enter the inter-correlation coefficient cut-off 

value based on which the inter-correlated variables will be removed. By default, the cut-

off value is set to 0.99. 

 

Optionally, user can also perform process validation by selecting the checkbox labeled 

×ÉÔÈ ȰProcess Validation ȱ ÁÎÄ ÔÈÅÎ ÍÅÎÔÉÏÎ ÔÈÅ ÎÕÍÂÅÒ ÏÆ ÒÁÎÄÏÍ ÍÏÄÅÌÓ ÔÏ ÂÅ 

generated (the default value is 10). 

 

Select any one of the two methods i.e. using alpha value  and using f value , for 

performing S-MLR, by selecting the appropriate checkbox.  

*If user selects ÃÈÅÃËÂÏØ ÌÁÂÅÌÅÄ ȰUsing Alpha valuesȱȟ ÔÈÅÎ ÈÁÓ ÔÏ ÐÒÏÖÉÄÅ ÆÏÌÌÏ×ÉÎÇ 

information: 

Alpha-to-Enter (default value: 0.15) 

Alpha-to-Remove (default value: 0.15) 

ɕ)Æ ÕÓÅÒ ÓÅÌÅÃÔÓ ÃÈÅÃËÂÏØ ÌÁÂÅÌÅÄ ȰUsing F valuesȱȟ ÔÈÅÎ ÈÁÓ ÔÏ ÐÒÏÖÉÄÅ ÆÏÌÌÏ×ÉÎÇ 

information: 

F-to-Enter (default value: 4.0) 

F-to-Remove (default value: 3.9) 

 

Output 

The output consists of three files (1 xlsx/xls/csv file and 2 text files) as described below: 

 



Snapshot 3 

 

Snapshot 4 

 

OutputfileName .xlsx file (snapshot 3): The generated excel sheet (.xlsx/xls/csv) will 

consist of the serial no. / Compound no. from input file (first column), final descriptor 



selected after stepwise MLR (subsequent columns). The last column will be the endpoint 

column. 

filename_SMLR.txt (snapshot 4):  This text file will consist of information about each 

step in S-MLR i.e. the name of descriptor selected, its t value, p value, f value (if f-test) 

and the MLR model information like intercept, descriptors coefficient values, associated 

validation parameters. For details, see snapshot 4. 

Snapshot 5 

 

 

filename_Log file .txt (snapshot 5):  )Æ ÕÓÅÒ ÈÁÓ ÓÅÌÅÃÔÅÄ ÃÈÅÃËÂÏØ ÌÁÂÅÌÅÄ Ȱ$ÁÔÁ 0ÒÅ-

ÔÒÅÁÔÍÅÎÔȱ ÔÏ ÐÅÒÆÏÒÍ ÄÁÔÁ ÐÒÅ-treatment prior to running stepwise-MLR, then this log 

file (.txt) will be generated. This file consists of list of all descriptor names removed 

based on user specified variance and correlation coefficient cut-off. It also enlists all 

inter-correlated descriptors information; the one having highest correlation with 

activity among them is kept and all others are removed. 

 



Snapshot 6 

 

filename _XRandomResults.xlsx (snapshot 6): The process validation results will 

consist of r, r^2, q^2 values for the original and all the generated random models; 

average r, r^2 and q^2 of random models; and cRp^2 value. 
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Java External Library Used 

Apache POI ɀ the Java API for Microsoft Documents 

¶ Available at http://poi.apache.org/  

XMLBeans 

¶ Available at  http://xmlbeans.apache.org/  

Java Statistical Classes (JSC) 

¶ Available at http://www.jsc.nildram.co.uk/  

Apache Commons Mathematics Library 

¶ Available at http://commons.apache.org/proper/commons-math/  

https://onlinecourses.science.psu.edu/stat501/node/88
http://poi.apache.org/
http://xmlbeans.apache.org/
http://www.jsc.nildram.co.uk/
http://commons.apache.org/proper/commons-math/


 
Disclaimer 
 
For academic purpose only. 
 
The program AD-MDI has been developed in Java language and is platform independent. The 
software is validated on known data sets. Please report for discrepancy of result for any other 
dataset. Contact us at any of the following addresses: 
 

Dr. Tomasz Puzyn, 

NanaBRIDGES Project Coordinator, 

Faculty of Chemistry, 

University of Gdansk, 

Gdansk,  

Poland 80-952 

Email Id: puzi@qsar.eu.org  

 

Dr. Kunal Roy, 

Drug Theoretics and Cheminformatics Lab., 

Dept. of Pharmaceutical Technology, 

Jadavpur University, 

Kolkata, West Bengal, 

INDIA-700032 

Email Id: kunalroy_in@yahoo.com

 

Software Developer details:  

Pravin Ambure, 

Research Scholar, 
Drug Theoretics and Cheminformatics Lab., 

Dept. of Pharmaceutical Technology, 

Jadavpur University, 

Kolkata, West Bengal, 

INDIA-700032 

E-mail Id: ambure.pharmait@gmail.com (*for any queries regarding the tool) 
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